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| study a principal-agent model in which the agent collects information and then chooses a verifiable
action. | show that the principal can find it desirable to constrain the agent’s action set even though there
is no disagreement about the ranking of actiexpost The elimination or penalization of “intermediate”
actions, which are optimal when information is poor, improves incentives for information collection. |
characterize optimal action sets when the agent is infinitely risk averse with respect to income shocks and
optimal incentive schemes when the agent is risk neutral.

Give me a one-handed economist! All my economists say: “On the one hand..., but on
the other hand...” [Harry Truman]

1. INTRODUCTION

Precise information is essential for good decision-making. Yet, many decision makers
(henceforth, principals) have no time to acquire expertise themselves. Therefore, they rely on
experts (henceforth, agents) to acquire expertise for them and communicate their information to
them. Examples aboune;g. politicians and CEOs have boards of advisers, faculties delegate
the screening of job candidates to recruiting committees, and judges rule on behalf of societies.
Delegation of expertise opens the door to at least two incentive problems. An agent can spend too
little effort on information acquisition and can try to mislead the principal. How can a principal
overcome these incentive problems?

In principle the answer is simple: the principal must reward the agent if the facts prove that
the agent’s advice was correct. But it is surprising how far away reality is from this ideal. For
example, judges’ pay does not depend on the quality of their verdicts. Quite the opposite, judges’
salaries do not even depend on their verdicts as such. To explain how expertise is delegated in
practice it is important to depart from the ideal world of perfect monetary contracts. But, if not
by monetary contracts, how else can a principal guarantee high-quality decisions?

| develop a stylized model that allows me to answer this question for a class of decision
problems. | begin my analysis with an abstract formulation of a communication game in
which the principal commits to some choice rule before the agent acquires information and
communicates it to the principal. However, since | abstract from contingent money payments,
there is essentially no value to centralized decision-making. The principal can do just as well
by delegating the right of choice to the agent and constraining this right appropriately (see
Holmstidm (1978, Green and Stokef1981), Melumad and Shiban(l991)). The question is
now how to design the constraints on the agent’s discretion.

On the one hand, the agent’s freedom of choice influences his incentives to acquire
information. On the other hand, the agent’s freedom of choice also influences how the agent
uses the information he has acquired. To focus on the first aspect, | assume that the principal
has selected an agent who shares her opinion. If the agent's information were exogenous,
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this assumption would eliminate all incentive problems and unlimited discretion would be
optimal. However, with endogenous information theanteincentive problem remains, because

the agent cares for the private rather than the social value of information. Is it possible to mitigate
this incentive problem by constraining the agent’s freedom of choice? | show that the answer to
this question is yes.

First, | show that the principal can improve the agent’s incentives for information acquisition
by limiting his freedom of choice. If the principal removes the compromising choices and leaves
the agent with only extreme options, then the agent’s utility is reduced both when he makes a
decision based on prior information and with more precise information. But the reduction of the
agent’s expected utility is greater when he decides with prior information. Heuristically, the agent
can depart into the wrong direction relative to the status quo if he does not know the true state of
the world. Put differently, the utility gain when precise information becomes available is larger
and the agent finds it relatively more attractive to acquire information.

Second, | show that it can be optimal to remove the compromising choices from the agent’s
choice set. On the one hand, limited freedom of choice can lead to suboptimal decision-making
ex post On the other hand, it increases incentives for information acquisgioante The
beneficialex anteeffect is dominant when the agent cares a lot for good decision-making relative
to the costs of acquiring information. In this case, | say thaanteinterests are relatively well
aligned. In my model a good alignmente{ antanterests implies that the increase in the amount
of effort spent on information acquisition due to a reduction in freedom of choice is large. At the
same time, the probability is small that any of the removed choices is opti@dst

Finally, | perform a comparative statics analysis of the optimal discretion offered to the
agent. | show that the optimal discretion is non-monotonic irethantealignment of interests.

If the agent cares very little for the right course of action, the costs of additional incentives for
effort are too large relative to the benefits thereof; if the agent cares very much for the right
course of action, there is no need to provide additional incentives. In between, however, it can be
optimal to limit his discretion.

My model squares well with a number of real-life situations of delegated expertise.
To return to my earlier example, judges in bench trials (where judges collect evidence and
apply the law) must sometimes choose between the extreme options of either acquitting or
convicting. In educational institutions, the recruiting committees of some faculties are exposed
to extreme options. Economics department recruiting committees can choose from the three
options {reject, interview, fly-outwithout interviejvfor each candidate. In contrast, political
science department committees cannot interview and must choose either to reject or to fly-out.
Competition authorities must sometimes take a stand on whether or not a proposed merger is
detrimental to consumers’ welfare. “On the one hand..., but...” is not an admissible answer.
The advantage is that these authorities think harder before they take a position. Some firms
commit to cultures of activism. Such innovation biases can be interpreted as optimal incentive
mechanisms: for example, division managers who are in charge of screening projects relative
to the status quo have better incentives to screen among potential innovations than under a more
flexible policy. Finally, my theory can explain active portfolio managemerzalay(2004) an
active portfolio manager promises to not track the index. To ensure the credibility of his promise
the manager accepts to pay some large fine for index tracking. The more precise the manager’s
information the longer (shorter) his optimal long (short) position when he receives good (bad)
news. Consequently, the manager wants to track the index less often if he acquires more precise
information, and active portfolio management can be explained as an incentive instrument that
provides incentives for information acquisition.

My theory combines several views of delegation that have so far been studied separately.
Holmstitm (1978 1984 and Armstrong(1994) study constrained delegation when the agent’s
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information is exogenous. When the principal and the agent have different prefeexrnpest

it is optimal toexclude the extreme optiar®n the other handighion and Tirole(1997) take

the agent’s information as endogenous, but abandon the contractibility of actions of the previous
theories. They show that delegating unconstrained authority improves incentives for information
acquisition. | assume that actions are contractipiéthat information is endogenous. My theory

can explain why and when it is optimal temove the intermediate optignshich cannot be
explained by either one of these views of delegation alone.

Tirole (1999 also discusses constrained delegation with endogenous information. Tirole
develops the complete contracting version of &ghion and Tirole(1997 paper to show that
the notion of authority is not an artefact of incomplete contracts. He discusses delegation under
which the principal keeps “gatekeeping counterpower” but does not analyse the optimal use of
this power.

Monetary contracts are absent in most of these theories, with the exception of a chapter in
Holmstidm (1978 and the second part of my paper. This feature distinguishes the theories from
the literature on contracts with endogenous information structureD@eski and Sappington
(1987 for an early contributionl.affont and Martimort(2002 Chapter 9.8) and the references
cited there for an overvieidergemann and ValimakR002 andSzalay(2004a) for more recent
contributions).

My paper is related to a growing literature that combines frictions on monetary contracting
and endogenous information to explain features of real-world institutions of decision-making.
Dewatripont and Tirole(1999 explain “advocates” as specialized information collectors;
Prendergast1993 explains why workers should “second guess” their bosses’ opinions. Most
closely related in this literature ks (20017), which explains excessive conservatism in committee
decision-making. Li analyses a trade-off similar to the one in my paper, but emphasizes a different
aspect of it. In his problem of committee decision-making, committee members are tempted to
free-ride on others’ efforts in fact-finding. He shows that a committee that is biased for hiring
(rejecting) should commit to do so only if there is strong evidence in favour of (against) the
candidate. The reason is that a biased rule for decisions between given options increases the
marginal value of informatioex ante

| should emphasize that my theory and the literature | have just discussed neglect some
aspects that may be important in practice, notably implicit incentives and limited commitment.
An agent who has career concerns has an additional incentive to acquire information. If these
implicit incentives are strong enough, there might be no need to provide still more incentives
through limited discretion. In some real-life situations, it might also be possible to reconsider the
decision rule after the information acquisition stage. Allowing for such reconsiderations would
alter the analysis substantially. My model applies only to situations in which such a possibility is
absent in practiceg.g.to judicial decision-making, because the law cannot be changed in every
trial, to the analysis of firm policies that are deeply routed in corporate cultures, or to situations
in which reputation concerns keep the principal from reneging on freedom of choice.

The remainder of this article is organized as follows. Before | dive into the analysis of
my model | explain the logic of my main results by means of a simple exampleation2.
Section3 introduces the model. I8ection4 | analyse the case of an agent who is infinitely
risk averse with respect to income shocks and study freedom of action as an incentive device.
In Section5 | study the case where the agent is risk neutral with respect to money payments.

1. For related models with career concerns, seg,Prendergast and Sto{@996 or Holmstidm and Ricart-i-
Costa(1986. For a model of communication without commitment, &¥awford and Sobgl1982), for a comparison of
models with exogenous information with and without commitment, Bessein(2002 and de Garidel-Thoron and
Ottaviani (2000, and for a simultaneous consideration of cheap talk and reputational concerr@tta@ani and
Sorenserf2000.
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In Section6 | discuss extensions of my analysis in various other directions. All proofs are
relegated to the Appendix.

2. ATOY MODEL

Suppose that there are three possible states of nauid, L, with prior probabilities PfH) =
3,Pr(M) = 1, and PcL) = 3, and that there are three possible actidnsy, r. There are two
people, a principal (“she”) and an agent (“he”). If the state of naturg amnd the actiorx is
chosen, each of the two parties receives the pay@ff x) indicated in the following table.

statg/action | ¢ m r
H 0 | —-4|-16
M -4 0 -4
L -16|-4| O

For example, if the action is chosen when the stateli$, the principal and the agent receive a
joint pay-off equal to-8.

The two parties are agreed on the optimal action in each state. The &ét@ptimal in
the stateH, mis optimal in the staté/, andr is optimal in the staté., providing each of them
with a pay-off of zero. However, this scheme requires that the state be known when the action is
taken. If the state is not known and information is given by the prior probabilitidd P& g,

Pr(M) = }1, and P(L) = g, both parties prefer the actionto be taken. In this case, they obtain
an expected pay-off equal te3 each.

Suppose now that the agent can learn the state by spending resowd@sin a first-best
world, the agent would acquire this information if and only if the aistless than the aggregate
benefit 6 that the principal and the agent together obtain from the improvement in action choices.
In fact, if ¢ is less than the benefit 3 that the agent himself obtains, this first-best outcome is
achieved as a matter of course. Howeveg, # 3, the agent will acquire the information only if
the principal provides him with an additional incentive to do so.

If actions are verifiable, one way to provide an additional incentive for information
acquisition is to have a contractual clause prohibiting or penalizing the actidh m is off
limits and the state is not known, then bdtlandr are optimal. Both actions provide the agent
as well as the principal with a pay-off equal §¢—16) + 7(—4) = —7. In contrast, when the
staten is known, the elimination ofn has no effect on the optimal action fpr= H orn = L.

But removingm from the set of feasible choices changes the optimal action fnaim either?
orr if n = M. The resulting pay-off in stat®l is u(M, £) = u(M,r) = —4, and theex ante
expectation ofi(n, X(n)) is equal to—1.

When the principal eliminates from the set of admissible actions, the agent’s information
acquisition depends on the comparison of the expected pay7ofivhich he gets from the action
¢ orr in the absence of information, and the differenrek — ¢ between the expected pay-off
from making the optimal choice dforr in each state and the cost of information acquisition. He
is willing to acquire information wheneveris less than-1 — (—7) = 6. Forc between 3 and 6,
the prohibition of the actiom thus induces an acquisition of information that would otherwise
not take place. The reason is that the prohibition of the acticeduces the agent’s expected
pay-off in the absence of information, whamis optimal with probability 1, rather more than it
reduces his pay-off with information, whemis optimal only with probabilityzll.

The improvement in information acquisition incentives comes at a cestjpostefficiency.

In the stateM, there is a welfare loss, so that the anteexpected aggregate welfare is equal
to —2 — c. Forc < 4, this is still better than thex anteexpected aggregate welfare 66
that is achieved without information. The social benefits of having the information exceed the
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sum of the information acquisition costs and efficiency losses arising from the prohibition of
Therefore, for 3< ¢ < 4, the two parties will find it mutually beneficial to conclude a contract
which prohibitsm and at the same time provides the agent with a side payment as compensation
for part of the cost.

This simple analysis applies directly to the example of judicial decision-making when there
is clear evidence on the nature of a crime, but the question is whether the defendant did or did
not commit this crime. The judge must spend time and effort to go through the arguments of
the prosecutor and the defence. Without going through the case, the judge is unbiased. The three
states correspond to the nature of the evidence. It can incriminate or exonerate the defendant, or
it can be insufficient for either purpose. But there are only two verdicts available to the judge.
Under current law the judge has no compromising choice available on finding that the evidence
is insufficient, but has to decidét'dubio pro red and acquit the defendant. The example shows
why these extreme options are optimal.

| proceed as follows. After explaining my model in the next section, | will study the optimal
specification of action sets Bectiord. Subsequently, iSections, | will show that the basic idea
is robust to the introduction of risk neutrality and a sensitivity of the agent to monetary rewards.
In this case, intermediate actions are not prohibited outright, but are penalized by a reduction of
the agent’s monetary reward.

3. THE MODEL
| consider a principal who derives utility from a decisiomccording to
VX, n)=K-—m(Xn) (1)
and an agent who derives utility from the same decision according to
UX,n,a) =a(K—m(X,n). (2)
n is a parameter and (X, n) is a quadratic loss function

1
7 (X, n)=§(x—n)2- )

The parametey; is the realization of a random variabjethat takes values in an interv%zb, ﬁ].

The distribution ofj has a densityf () with full support. The expected value pfs u ando > 0
is its standard deviation. The parameater 0 measures the relative value of information to the

agent. The set of priori feasible actionsy, is [n, ﬁ}. | denote byW (x, n) the joint utility that
the principal and the agent derive from the decisione.
WX m=UXna)+VXn=>0A+a)(K-m(Xmn). 4)

At the time of contracting, both the agent and the principal kri@wy, but neither of them knows

the realization of;. The agent can perform an experiment:pafter the contract is written but
before the actiorkx must be chosen. If the agent exerts effgrthe experiment is a success
with probabilitye and is unsuccessful with probabilitf — e). The agent observes whether the
outcome is a success or a failure. A successful experiment reveals the realizafida tife
agent. If the experiment fails, the agent does not acquire additional information. In other words,
the agent’s effort is success-enhancing in the sen§&redn and Stokef1981). The cost of an
experiment that succeeds with probabikitys g(e), whereg(e) satisfies the Inada conditioRs:

2. Throughout the paper, subscripts denote derivatives of functions.
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ge(€) > 0Ve > 0, 0ee(€) > 0Ve, ge(€)|e—g =0, lime_,1 ge (€) = c0. The agent’s choice a&is
not observable to the principal. If the experiment is successful, the realizatipis tiie agent’s
private information, and the principal does not even observe whether the experiment is a success
or not. Hence, the agent’s information is soft and can be forged.

The principal commits to a mechanism before the agent performs the experiment. She
specifies a message spddesuch that the agent can send messages M to the principal
once he has observed the outcome of the experiment. Moreover, she commits to taking the action
x(m) and paying a transfdrm, n) to the agent if his messagensand the realized state is
| assume that the principal must commit to this mechanism. In particular, she cannot renege on
the choice scheme(m) once the agent has acquired information.

The principal is risk neutral with respect to income shodks, her overall utility is
V(x,n) — t(m, n). The agent’s overall utility i&J (X, n, o) + v(t(m, n)) — g(e). The agent is
infinitely risk averse with respect to income risk. More specifically, | assumeBbét(m, ))
is equal to the smallest realization of the transfenfinite risk aversion implies that the agent’s
effort choice does not respond to monetary incentives. As a result, the agent receives a constant
paymentt. The principal sets this payment so as to equalize the agent’s utility from participating
to the agent’s outside wage, which | normalize to zero.

Consider now the nature of the incentive problem. It is obvious fronafd @) that there
is no conflict of interest with respect to the choicexoéx post However,ex ante the principal
and the agent disagree on the choice.dfo see this, suppose that the principal uses information
efficientlyex postand chooses = n when informatiomn, is available anc = . when only prior
information is available. The marginal value of information to the agent is equal to the expected

incremental utility he obtains when informatigribecomes availablé,‘z’—z. The agent exerts effort
until the marginal cost of effortge(e), equals the private marginal value of information. By

contrast, the social value of information includes the value of information to the prinéfpal,
Consequently, the agent exerts too little effort from a social perspective if the principal uses
information efficientlyex post

4. FREEDOM OF CHOICE AS AN INCENTIVE DEVICE
4.1. The contracting problem

By the revelation principle | can think of a contract as specifying a direct, incentive-compatible
mechanism. The agent communicates his information to the principal and is given incentives to
be truthful. Given that the principal cannot use monetary transfers, she cannot do better than give

the agent the right to choose an actioout of a closed subset %ﬁ, ﬁ] A1let T denote the set of

closed subsets gfy, 77 | with typical elemenl’. From this perspective, the principal’s problem is

to choose a closed sEtand a constant paymentwith the interpretation that the agent is free to
choosex € T'. | let x(n) denote his choice of action if the experiment succeedsxépgidenote

3. Infinite risk aversion is the standard assumption for justifying non-monetary contractindgsésn and
Tirole, 1997, p. 6). The specific functional form | assume here renders the agent'’s utility furietexquilibriumlinear
in transfers, which allows me to discuss the agent’s participation decision in a simple way. | relax this assumption in
Sectiond.

4. Holmstidm (1978 1984 and Green and Stoke{1981) first observed this. | use the result in the spirit of
Melumad and Shiban@991).
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his choice of action if the experiment fails. The principal’s problet is

max-ert EEV(X(n), n) + (1 — EV(X(¢), n) —t )
st.

X(n) € argmaxer U(X, n, &) Vn (6)

x(¢) € argmaxer EU(X, n, o) (7)

EUX™), n, @) — EUX(®), n, @) = Ge(€) (8

eEUX(), n,a) + (1 —-e)EUX(¢),n, @) —g(e) +1 > 0. 9)

The first term in §) represents the principal's expected pay-off conditional on a successful
information acquisition experiment weighted by the probability of sucee3$ie principal takes

into account®), i.e.that the agent will choose the alternative he most prefers for each realization
of 77 subject to the restrictior. The second term is the analogue for the case where the agent
choosex after an unsuccessful experiment. In this case the incentive compatibility condition on
the agent’s choice of is (7). Equation 8) is the incentive compatibility condition for the agent’s
effort choice. The condition states that the agent’s level of effort equates the private marginal
value of information to the marginal cost. Equati@) §tates that the agent must be willing to

go along with the principal’s contract proposal. Since the principal has quasi-linear utility and
unlimited wealth and the agent’s utility from money income is equal to the smallest payment,
(9) is binding at the optimum and the principal maximizes expected social surplus subject to
incentive compatibility of the agent’s choiceggp), x(n), ande.

4.2. A characterization of optimal contracts

In this section | show that it is optimal to have the agent choose any action he likes, with the
possible exception of actions in a symmetric interval around the prior optimaluoriest I'*
denote an optimal contract. Then:

Proposition 1. The principal’s problem has a solutiofi* € I'® where
rb— {r €er:T = [Q,ﬁ]\(u—é,u+8) forall s e [O,min{u—ﬂ,ﬁ—u}“.

If the principal wants to increase the agent’s choice of effort, she musi®)bynErease
the marginal value of information to the ageBtJ (x(n), n, ) — EU(X(¢), n, ). She cannot
increaseEU (x(n), n, o) relative to the case in which the agent has unlimited discretion, because
the agent’s expected utility conditional on a successful experiment is maximized if information
is used efficiently. Therefore, she must reduce the agent’s expected utility conditional on
experiment failurej.e. punish him if the experiment fails. SindeU (x(¢), n, «) is decreasing
in the Euclidean distance between the agent’s restricted preferred axtand his unrestricted
preferred actu, the principal can reducEU (x(¢), n, @) by forcing the agent to depart from
wu by, say,A. The choice sets she can offer to enforce this departure framan incentive-
compatible way must include at least one action with distand¢e . and must not include any
actions closer ta than this one.

Contracts inI'® are optimal in this set of incentive-compatible contracts because they
minimize the cost of inflicting a given punishment on the agent. Prohibiting the agent from
choosing actions with more than distanaeto p does not influence the punishment if the
experiment fails, but it does prohibit him from choosing thepostefficient action for some

5. Throughout the papeE denotes the expectation operator.
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realizations ofy if the experiment succeeds. Consequently, the principal removes exclusively a
convex set, including, from the agent'’s choice set.

Finally, the bounds of the set of feasible aatgnd7, are contained in an optimal choice
set. Removing an extreme policy reduces the sensitivity(gj to the agent’s information and
reduces his incentive to acquire information. In consequence, the set of removed actions is also
symmetric aroungk.

To prove existence of an optimal solution | show tRaimstidm's (1978 existence proof
can beDused in the present context as well. These arguments shoW*tleadists and that
r“er-.

At the optimum, the principal excludes a convex, symmetric set from the agent’'s choice
set regardless of the distribution §f The convexity result contrasts wittlolmstidm's (1978
analysis of delegation contracts with preference divergence and given information in which
convex prohibitions are optimal only if the distribution ®fis uniform. The difference is due
to the simplicity of my agency problerax postas well as the simplicity of the information
acquisition technology. My symmetry result is due to the fact that pay-off functions depend
only on the distance between the restricted and the unrestricted choicénod more general
analysis with more general utility functions, the optimal prohibition might well be asymmetric.
But as long as the information acquisition technology is success-enhancing, the prohibited set
will still be convex.

4.3. The economics of extreme options

I now show that the prohibited set can be nonempty. By Proposititre principal’s problem is

to choose the boundg,+ A, of a symmetric interval around the mean. Because of this symmetry

| can write expected losses conditional on the agent’s information and conditional on incentive
compatibility of his choices under contracts of the optimal structure as

1 [rtA 5 1 [H 5
Eﬂ(X(n),n)=§/ (M+A—n)dF(n)+§/ = a—nFG)
m _

and (20)
1
En (X(¢), n) = 5(02 + A?).

To simplify notation | letEx (A, n) := Ex (X(n),n) andEx (A, ¢) := Ex (X(¢), n). | use
analogous notation for the agent’s, the principal’s, and joint expected utility, respectively. From
(8), the agent’s incentive-compatible effort choice is

e(A,a) = ggt[a (Ex (A, ¢) — En (A, n))] (11)

whereggl(-) exists becausg(e) is strictly convex.
Proposition 2. e(A, &) is strictly increasing inA for A > 0.

Forcing the agent to depart from the prior optimal choice decreases expected conditional
utilities conditional on both failure and success, because the principal cannot observe the
outcome of the experiment. But the reduction of the level of expected utility conditional on
failure is always greater than the reduction of the level of expected utility conditional on success.
Conditional on an unsuccessful experiment, the agent would like to choose the prior optimal
action with probability 1 and must deviate ly from this action. Conditional on a successful
experiment, the agent’'s choice gfis affected only in the event that € (u — A, u + A).
Moreover, the induced deviation from the agent’s unrestricted preferred action is almost surely
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smaller tharA. Therefore, the principal can use the agent’s inability to choose freely to provide
incentives®

Using (1) | can write the principal's problem,5] s.t. ©)—(9), as the unconstrained
maximization problem

maxa P(A,0) =(1—e(A,a)) EW(A, ¢, a)+e(A,0) EW(A, n,a)—g(e(A,w)). (12)

The principal's expected utility is equal to expected joint welfare net of costs of information
acquisition. Heuristically, the principal faces the following trade-off. On the one hand, an increase
in A increases (decreases) the probability that the experiment succeeds (fails), but on the other
hand it decreases expected welfare conditional both on failure and success of the experiment and
it increases the cost of information acquisition. To understand this trade-off analytically, | take
the derivative ofP (A, «) with respect taA, and use10) and (1) to write

Pr(A o) ={-(1-e(A,a)(1+a)Ena (A, ¢) —e(A, o) 1+ a) Exa (A, n)}

[M (Enta (A.§) — Ema (A, n))} . (13)
Oee(€(A, @)
The expression iy} is the marginal cost of a small increasefinthe expected marginal increase
in ex postwelfare losses due to removing some more actions arpurithe expression ifi is
the marginal benefit of a small increasesn the marginal increase in the principal’s expected
utility due to a small increase in the agent’s effort. The increase in effort increases (reduces) the
probability that the relatively higher (lower) expected utility from decision-making with precise
(prior) information is realized. For ease of expression, | will call these terms the marginal costs
and benefits o\, respectively.

Observe that the marginal benefit&fis inversely proportional to the curvature of the cost
of effort function. The reason is that the agent is the more susceptible to incentives the less his
marginal cost of effort increases with effort.

Before | solve problem(2) | address the question of when it is optimal to increAsaway
from zero. To answer this question | uskd) to evaluate the marginal costs and benefita\of
at A = 0. Both expressions are equal to zerodat= 0, SO Pa (A, @)|p—g = 0. Therefore,
P (A, @) is increasing imMA for small but positiveA if and only if P (A, «) is convex around the
origin.

Proposition 3. Let A* denote a solution to problerfl2). A* is strictly positive,i.e.
the principal benefits from introducing small action restrictions, £ ARA, @)|p—g > 0 or
equivalently if

> 0. (14)

(—(1 —e(A,0)1+a) + ge(e(A, @)) )

Oee(€(A, @) )| a0

Specifically, let the cost of effort lige) = Bg(e) where > 0 and suppose @) satisfies (a)
liMme_1 aie (3::(2)) < —-(14w)and (b)geeT((ee)) concave in e. Then, for any strictly positive values
of the parametera ando, there exists a uniqug’ > 0 such that(14) is satisfied iff8 € (0, 8').
Conditions (a) and (b) are satisfied lB.g.

ge =((1-elIn(1-e) +e.

6. Again, itis interesting to contrast my result with Holn@str's. He observed that giving more freedom of action
to the agent in the sense of giving him more discretion to choose among extreme options provides the agent with more of
an incentive to acquire information (se®Imstiom, 1978 p. 98). The same is true for my problem (s=alay 2000.
However, in contrast to the case with conflicting interests, there is no reason to prohibit the agent from choosing extreme
actions in the first place.
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To obtain condition 14), | differentiate (L3) with respect taA, and note that all first-order
effects are zero arountl = 0 and thatEwaa (A, ¢)[pa—g = L and Eraa (A, n)|p—o = 0. The
only nonvanishing effects of a small increase of the restricted area ayousay bydA, are
related to the increase in the marginal loss in the case where the experiment fails: the expected
increase in the marginal welfare cogl,— e(A, «))(1 + «)dA, and the increase in the marginal
value of successful experimenting to the princi%‘%d& Itis optimal to introduce action
restrictions if the former effect is small and the latter is large. Economically, this requires that the
agent bawvell motivated already in the absence of restrictiamsl that he also bsusceptible to
additional incentives

To demonstrate that conditiof4) is nonvacuous, | introduce the parametewhich allows
me to do comparative statics on the agent’s effort choice on the L.H.S. of condiiprif(s is
close to zero this choice of effort is close to one. Because of the Inada assumption this implies
that the agent is not at all susceptible to additional incentives. Forngallie) goes to infinity
faster tharge(e) ase approaches one. On the other hand, the expected increase in the marginal
welfare cost of increasing is also zero whee is close to one. Hence, the L.H.S. of condition
(14) goes to zero as gets close to ones(gets close to zero). If conditiofa) is satisfied, the
agent’s susceptibility to incentives improves faster with a decreasddn increase ir8) than
the probability of experiment failure increases with a decrease@ondition(b) is quite natural
for Inada functions. Taken together, conditigag and(b) imply that (14) is satisfied if the agent
is well, but not extremely well, motivated.

4.4. The optimal size of restrictions

| now investigate how large optimal restrictions should be. This analysis is complicated by
the fact that probleml1@) is not necessarily everywhere concaveAn Therefore, | introduce

two simplifications to obtain analytical results. | investigate local conditions and study the
smallest local maximizer of the principal's pay-off function. In addition | drop either the Inada
assumption or the agent’s individual rationality constraint. These simplifications allow me to
obtain comparative statics results of optimal restrictions with respect exthatealignment of
interests. For a subset of parameter values, | can show that probRinas a unique solution,
which coincides with the smallest local maximizer. Finally, | derive explicit solutions for a
specific distribution of types to quantify the size of optimal restrictions without any of these
simplifications.

4.4.1. Alignment ofex anteinterests and the size of restrictions. If geed€) > 0, then
the difference between the first-best and the second-best level of efirt=a0 is decreasing
in « and | can interpret the parameteras a measure of thex antealignment of interests. |
begin with a heuristic discussion of the effects of such an alignment of interests on the marginal
cost and the marginal benefit af. The effect on the marginal cost &f is ambiguous. On the
one hand, it increaseg A, «) and shifts more weight towards the relatively lower marginal loss
conditional on a successful experiment. On the other hand, it increases marginal welfare losses
both conditional on failure and on success of the experiment. The effect on the marginal benefit of
A is non-monotonic irx. The agent is reluctant to exert any effort wheis small however large
A is. Fora very largee (A, «) is close to one. In this case the agent is reluctant to increase his
effort choice whem is increased because marginal costs of effort rise very fast. For intermediate
values ofa, however, the agent is susceptible to incentives.

The interplay of these effects is too complex. However, the picture becomes clear if | drop
the Inada condition and assume that the marginal costs of effort are boundeddotetlA
denote the smallest local maximizer of the principal’s pay-off function in the following sense:
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in the case where the sé¢i\ : Pp (A, @) = 0andPaa (A, @) < 0} is nonempty,A is the
smallest element in this set; otherwigds the smallest element in the 4ett : e (A, @) = 1}.

Proposition 4. Suppose thalime_,1 ge(€) < oo and let g::(i)) be nondecreasing in €.

Then, there exist’, o”, anda”’ (defined explicitly in the Appendix) satisfyialf > o” > o’ >
0, such that:

(i) A is equal to zero fowx < «', increasing ina for &’ < o« < «”, decreasing inx for
a” < a < o, and equal to zero for > a”.
(i) e(A, a) is nondecreasing irr for all . e(A, «) is equal to 1 for alle > «”.
(i) If o > a” thenA = A*,

Fora < o' the principal’s pay-off function is concave and decreasing ifor A small but
positive, and small action restrictions are unattractive. The marginal casiofelatively high
at A = 0, because the experiment fails with a high probability and the marginal benefit of
is relatively small, because the agent responds badly to incentives. An increasejmoves
this cost—benefit comparison for restrictions of infinitesimal size to the point that it eventually
becomes optimal to introduce action restrictions. Form&lyA, «) is strictly convex around
the origin fora > «’. Likewise, in this range an increase dnincreases the marginal benefit
of A by more than it increases the marginal costAgfso that larger restrictions are optimal.
Since marginal costs of effort are bounded, corner solutions are possible and the optimal contract
induces the agent to experiment successfully with probabilityd-ate”. Even better motivated
agents will also be induced to succeed with probability 1, but the principal can implement this
effort level with smaller-size restrictions. Very well-motivated agents succeed with probability 1
even in the absence of restrictions. Finally, dor o the principal’s pay-off is increasing in
until A. Hence, the corner solution is the unique optimal solution to the contracting problem.

| obtain a second tractable case if | drop the agent's participation constraint. In this case |
can reimpose the more appealing Inada assumption.

Suppose the agent is protected by limited liability and thas sufficiently larger thalﬁ’z—z.
In this case, the agent is willing to participate even if he receives the lowest possible wafe,
The principal’s pay-off in this case B(A, o) = (1—e(A, a))EV(A, ¢) + e(A, x)EV(A, n).
It is easy to verify that the s€iA : Po(A, @) = 0 andPaa(A, o) < 0} is nonempty. LetA
denote the smallest element of this set. It satisfies the first-order condition

( —(1—e(A, @) Ena (A, ¢) —e(A,a) Exa (A, 1) )

T ey (Ema (A, ) = Ema (8, m)

=0.

Proposition 5. Suppose that the agent is protected by limited liability. Suppose also that
K is sufficiently larger thar?z—z, so that the agent’s IR constraint is nonbinding. Suppose further

that g(e) satisfiedime_, 1 % ( 3::%) < —land 3:5(12) concave in e. Then, the qualitative features

of Propositiond4 remain intact except that(e_:, a) is bounded away from one.

«Je(e)
Gee(€)
and products of these two classes. Sums of (two) power functidas € display the property provided that — 1|
is small. As an example consider a quadratic cost function anélet= 1. One can easily verify thatl4) holds if

A5-1
2.

7. The property is nondecreasing ig’ is possessed by convex power functiogls, exponentials, ex(e),

1>a>
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For the now-familiar reasons, the principal does not use action restrictionsanibesmall.
They become attractive whenis large enough, provided that a technical condition analogous
to the one in Propositio8, is satisfied. For relatively low levels of the implemented effort level,

the agent’s susceptibility to incentlvegge((e((*Ta) improves with increase in effort. Hence, an
increase i increases the marginal benefit®df On the other hand, it decreases the marginal cost

of A, because it increases the probability that the relatively small marginal loss after a successful
experiment is realized. To balance these effestss increased. Eventually, a further increase

in « makes the agent less susceptible to incentives, that is, ret(v}gsa) into the range where

36((9)) is decreasing in effort. To balance the resulting reduction in the marginal benefit of
A'1s decreased again. Finally, the principal’s pay-off function is concave loeyondA when

a further increase of effort beyor&i(é, a) decreases the agent’s susceptibility to incentives.
ThereforeA = A* for large enoughy, i.e. | pick up the global maximizer of the principal's
problem.

4.4.2. The case for the very extreme options. Although a comparative statics analysis
on the alignment of interests is not possible in the full model, | can of course calculate the size of
the optimal restriction if | assume a specific cost of effort function, say the one in Propd&ition
and a specific distribution of types. Suppose thas distributed on[—1, 1], for the sake of
the argument, potentially with mass poin%— at the extremes. Fop < 1 (p = 1) let the
distribution ofn have uniform densityf (n) on( 1,1) ([-1,1]). Suppose the parameters

in the example take values= 1 andg = 16 A satlsfles the first-order condition

( —1-—e(A, @) (A+a)Emxa (A, ¢)—e(A,a)(1+a)Era (A, 1) )

+EERA (Ena (A, ¢) — Ea (A, )

—0. (15)
A=A

If p = 1, the optimal restriction, calculated frorh5) rules out roughly 6% of the decision
space. In contrast, if a lot of mass is concentrated at the bounds, spy=dd-01, the optimal
contract rules out about 17% of the decision space. Finally, thgre-i0 such that fop < p,
it is optimal to rule out everything but the most extreme choicesA* = 1.

This example shows that the optimal restriction is relatively small when all type realizations
are equally likely. But the optimal restriction can get extremely large when intermediate choices
are much less likely than the extreme ones.

5. MONETARY SANCTIONS AND MOTIVATION

I now turn to the opposite extreme where the agent is risk neutral with respect to income shocks.
Now the results depend crucially on whether performance and messages are contractible or
whether only messages are contractible. In the former case, Wsichnd 1989 has studied, it

is possible to implement the first-best. The solution involves a transfer that reflects the principal’s
pay-off,i.e.a transfer schemtg(#), n) = —x (x (4) , n). Confronted with this transfer the agent

has the correct incentive to acquire information as well as to communicate information truthfully
and the first-best is achieved. The result is due to the agent having unlimited wealth (and being
risk neutral with respect to money payments).

| study the case where performance is noncontractible.

By the revelation principle, | can restrict attention to direct mechanisms that give the
agent the incentive to tell the truth. The principal’s problem is a straightforward extension of
problem ) s.t. €6)—(9), with the additional complication that transfers may depend on the agent’s
recommendation. | lgix(n), t ()} denote the contract tuple offered to the agent in the case where
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he announces that the experiment was a success and that the realizatwasaf {x (¢) , t(¢)}
denotes the contract offered to the agent in the case where he announces that the experiment
failed. Formally, the principal’s problem is

mMaXx( top, (1 —OE[V (X (), 1) —t ()] +eE[V (X(n), n) —t()] (16)
X(¢).t(¢).e
S.t.
Voo UXm,nae)+tm = UX@),n a) +t@) (17)
Vo U, n o)+t > U(X(@H),na)+t(d) Vi
E[U (X(@),n.0) +t(p)] = E[U(x(A),n.a)+t(7)] Vi (18)
E[U (X(), n, &) +t ()] — E[U (X(#), n, @) + t(¢)] = Ge(E) (19)
(1-©E[U X(@),n, @) +t ()] +eE[U (x(n), n,a) +t()] > g(e). (20)

The principal gives the agent incentives to truthfully announce the failure of the experit8gnt (
and to truthfully announce the true realizatiomaf he knows it, rather than any other realization
of 77 or that the experiment failed 7). The agent’s effort choice is determined by the marginal
value of information that the contract providek9), and the agent is willing to participate
(20). Maximization is performed—as is usual—with respect to piecev@i$egunctions x(n)
andt(n).

It is easy to see that no contract with transfers depending exclusively on reports can
implement the first-best;

Lemma 1. There exists no contract that&x postandex anteefficient.

Ex postefficiency requires that the agent receives the same transfer for all valydbaif
he announces, if he announces that the experiment was a success. To see this, consider local
incentive compatibility of the agent’s announcement conditional on a successful experiment,
i.e.a(x(®) — n)a’g—%ﬁ) = 33—(”’7) a.e. Ex postefficiency requires that the L.H.S. of this equation
be zero. In consequence, the transfer scheme must be flat where it is differentiable. By global
incentive compatibility, it must be continuous. Otherwise some types would have an incentive
to misrepresent their types. Becausg) = x(u) = u in anex postefficient contract, the
only remaining possibility for increasing the agent’s incentive to exert effort is td (gt
sufficiently smaller tham(w). But if the same decisior is taken for reportg andu, the agent
can always claim to be the type that would receive the higher transfer. But these arguments
imply that the transfer scheme cannot be used at all to give the agent more of an incentive to
exert effort. Consequently, the first-best cannot be achieved by any contract. Conversely, giving
extra incentives for information acquisition implies a departure fronethpostefficient use of
information®

By quasi-linearity of utilities the agent’s individual rationality constraint is binding at the
optimum and the principal maximizes joint surplus subject to incentive compatibility of the

8. As areferee pointed out, first-best would be implementable@gmer and McLea(i1988 type mechanism
if the principal also acquired information with a certain probability (which I rule out). Then, the principal could give the
agent a very low transfer if he announced some fypen1 while in fact his experiment was a failure, but the principal’s
succeeded and revealed that= 72 # n1. In consequence; (¢) can be decreased relative t@n) for all », while
x(n) = n is implemented for allj without giving the agent an incentive to misrepresent his type.
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agent’s choices. The solution procedure essentially parallels the one preseBeadiim3. To
avoid duplication, | present the solution direcly.

Proposition 6. The principal implements aax postinefficient contract. Suppose that
3 > ofory < pand that%;") < 0forn > w and that ged€) > 0 Ve. Then, the optimal
contract has the following properties:

(a) The action X¢) is ex postefficient. The function ¢g) is strictly increasing with a
discontinuity at the mean. Formally,

X($) =
X(n) =1 — 7 (@) (())forn_u

F ()
X(n)—n+y(a)Tforn>M.

(b) The transfer scheme is decreasingjifor n < u, increasing inp for n > «, and displays
a discontinuity at the mean. Formally,

F
t@) =T —ay (a)f F@y

f(Z)
tn =T+ < @ )%) —ay(a)f %dz forn < u
.« 1-Fm)? "lzp — F(2)
t(n)—T‘FE(V((Y)Tn)) +0()/(O()\/7\7 szforn>,u
where
ge(e) _a?
y (@) = 2

n (1n>ll-7 F (77))
f - dn
e=e*

(c) e*is uniquely defined by the equation

0t+1 2 ge(e)

ge(e) - 7) + elz_agee(e)

Ha
2

o

y (@) =
( -

For « smaller than some critical value (defined in the AppendiX)isean optimal effort
level in the local sense. Farlarge, € is the unique optimal effort level in the global sense.

Figurel illustrates the optimal contract.
The principal now has two incentive instruments to hand for making experiment failure
relatively unattractive to the agent. The principal can increase either the wedge between the

9. 1p is equal to 1 if the statement i® is true, and O if not.T is the optimal indirect utility level

given to typen, u* (n) It is derived from the binding IR constrainT = g(e*) — aK — (1—¢€*) %2 +

2
17>I._F
ay(a)((l_e*)f;; Fw gy +e*/ﬂﬁ77 1P g
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@ 1) (b) x()

FIGURE 1

Diagram (a) shows the transfer scheme. The agent is punished with a low transfer for a failure of the experiment and

the transfer is the higher the farther his type is from the mean. Diagram (b) depicts the optimal choice functidon

the experiment fails, thex postefficient act is implemented. If the experiment succeeds) is closer to the bounds

than theex postefficient choice for ally except at the bounds of the support, where ¢repostefficient action is
implemented.

agent’s expected utility from decision-making conditional on a successful and an unsuccessful
experiment, respectively, or/and the analogous wedge in his expected income. Since the two
instruments are substitutes it is not necessary to implement an inefficient choice of action if

the experiment fails in order to give the agent an added incentive to acquire information. The

principal can simply reducg¢).

The principal indeed prefers to punish the agent financially rather than by implementing an
inefficient action if the experiment fails. In other words, an optimal contract involy@s = .

The reason is the followindex antethe principal expects to receive messagaith the discrete
probability 1— e, whereas any other message has likeliheb¢h). Therefore, thex antecost

of departing fromy if the message i@ is infinitely higher than the expected cost of departing
from ex postefficiency for anyy. In consequence, it is always optimal to implement the efficient
choice of action conditional on experiment failure, and use the transfer scheme instead of the
decision schedule to make experiment failure relatively unattractive to the agent.

It is always optimal to give the agent more of an incentive to acquire information. The
reason is precisely that the optimal contract involves no efficiency loss if the experiment fails.
Therefore, theex postcost of introducing distortions is smaller by an order of magnitude than
theex antegain that arises through the beneficial effect on the agent’s incentive to acquire more
information.

Consider now the form of the decision schedxlg). If the agent is punished with a low
transfer contingent on experiment failure, then the truth-telling constraint ofgtypwplies that
X(n) must be bounded away froex postefficient choices for statements closeutoln this way;,
type ¢ is confronted with a choice between tbg postefficient action and a low transfer if he
tells the truth, and an inefficient choice of action together with a relatively higher transfer if he
claims to be type: or a type close to but different fropn. By local incentive compatibility of the
contract, the distortion spreads out over the whole support of the distribution, with the bounds
being an exception. The size of the distortion at a given typeflects a trade-off between
increasing the joingéx postoss and increasing the agent’'s marginal information rent.
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Under the standard conditions on hazard ra# % < 1forn < pandg 1}'(:,’()’7) > -1
for n > w, which are equivalent to the stated condition on the density, the contract implementing
a locally optimal effort level is strictly monotonic. Under a relatively mild additional condition
on g(-), the principal’'s objective function is strictly concave in effort ferlarge enough.
Consequently, the contract | characterize implements the unique optimal effort level in the global
sense forx large enough. Unfortunately, however, the solution is too involved to allow for a
comparative statics analysis.

The second-best contract no longer allows for the interpretation that the agent is forced to
depart from the prior optimal choice. If he announces that he has not acquired new information,
then the principal follows the efficient course of action. But like the case without transfers, the
principal goes too far in following the agent’s advice for some reports: it is optimal to implement
x(n) > nforn > wandx(n) < nforn < u, except at the bounds of the support. Some actions
are never taken in equilibrium, as the contract is discontinuous at the mean. However, the set of
actions that are not taken in equilibrium is no longer convex but rather consists of two convex
sets, separated by the isolated pointFinally, there is no bunching in the contraét.

6. EXTENSIONS

It is possible to generalize the model with infinite risk aversion with respect to money income in
a number of directions.

Consider alternative location experiments and let the agent have a normally distributed prior
about the true state of the worlg, and have him acquire a normally distributed signal, whose
deterministic precision is increasing in effort. Some of my results are robust to this extension,
some are not. In particular, the incentives for information acquisition for an agent who has
been forbidden to choose actions in a get— A, u + A] are increasing iMA. To see why,
observe that the agent would like to choosex postequal to (or as close as possible to) his
conditional expected value af. For normal location experiments, the conditional expectation
is a weighted average of the prior mean and the signal. The higher its precision, the higher
the weight on the signal. From thex anteperspective, the conditional expectation function is
itself a normally distributed random variable. The higher the agent’s effort level, the higher its
variance. On the one hand, the signal is more precise, which teeigsis paribusto decrease
the variance in thex antedistribution. On the other hand, the agent puts more weight on the
signal relative to the prior in forming the conditional expectation, which tends to increase the
variance in theex antedistribution. For normal location experiments the second effect dominates
over the first. Therefore, the higher the agent’s effort level, the less likely it is that the agent
wants to choose an action close to the prior optimal one. In consequence, a higher effort helps
the agent to avoid the punishment and the principal can use clear advice as an incentive device.
Moreover, the principal may benefit from using the incentive instrument. It proves very difficult
to characterize the optimal choice set for normal location experiments. The reason is that the
agent’s effort no longer shifts mass away from a mass point, but rather from a whole set around

10. Thisresultis interesting from a technical perspective, bedaawis and Sappingtofl993 have a result that
takes the opposite direction. The reason for this discrepancy is that in contrast to theirs, my agent is benevolent. As it is
here in my paper, in their procurement problem, the possibility of ignorance induces a strong desire for implementing
the efficient course of action in the case where the agent confesses ignorance and the principal is tempted to increase
the quantity bought towards the efficient amount. However, this desirecaurgterto the desire to limit the agent’s
informational rents, which induces the principal to buy less than would be efficient. In my problem, there is no conflict
between these goals because the optimal choice is distorted downwayds forand upwards fon > . Consequently,
the efficient choice at the mean does not conflict with monotonicity in the contract and there is no bunching under the
usual conditions.
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the prior optimal action. The possibilities of providing incentives are much richer than for
success-enhancing technologies.

Consider the role of identical preferences post Two points are important here. First,
the formulation is more general than in the case of exogenously given identical objectives.
My application to portfolio managemenSZalay 2004) makes it clear that a congruence
of ex postobjectives arises naturally if the agent does not care for performance per se, but
receives a payment that is linear in performance. Second, one can allow for diverging objectives.
In Szalay(2000, | consider the case in which the agent’s bias is not known to the principal, but
the principal knows that the agent’s preferred action is correlated with hers. If the correlation
is large enough, the principal benefits from removing actions around the prior optimal action
from the agent’s choice set. If the correlation is low, the agent’s information is of no use to the
principal, because the agent would not use it in the principal’s interest. Therefore, it is not optimal
to provide extra incentives by banning the prior optimal action and actions close to it. But the
principal benefits from constraining the agent’s right to choose among extreme actions in this
case. The optimal extreme bounds on the agent’s choice set display the Aghion—Tirole trade-off
of initiative vs. loss of control.

Consider the role of the continuity of the action spaceStalay(2002 | consider a model
in which the agent faces the discrete choice of whether to innovate or not. The manager chooses
between a risky and a safe optiomg. an uncertain innovation and the safe status quo. The
manager screens, by exerting effort, innovation paths. Imposing an innovation bias may increase
ex anteexpected pay-offs, although the manager has to gamble sometimes, because he puts in
more effort to screen the innovation paths.

Finally, one may wonder about in what sense the results of the model with monetary
transfers depend on the information acquisition technology. For instance, one can model
information acquisition in a tractable way by assuming that the agent acquires a deterministic
signals that is correlated with the state The higher the agent'’s effort is, the more informative
the signal is about the state. For concreteness, consider the multiplicative linear environment
studied byOttaviani and Sorensef2001). The signal conditional on the state and the agent’s
effort is distributed according to the density(s|n,e) = £, with n and's each in
[—1,1]. Assume that the marginals are uniform pal, 1]. Then, one can show (i) it is
optimal to depart fromex postefficient use of information; (ii) the optimal contract displays
exaggeration: for statemenfs> 0 one hax (ﬁ) > E[n]s, €], for statementg§ < 0 one has
X (ﬁ) < E[n]s, e]. | conclude that the exaggeration feature is a robust finding of my model. The
discontinuity of the contract that | obtain in the present paper is due to the success-enhancing
information acquisition technology.

7. CONCLUSION

Previous theories of delegation show that excluding extreme options may be optimal to correct for
differences in opinionsHolmsttdm (1978 1984, Armstrong(1994), or that when information
collection is importantAghion and Tirole 1997, increasing freedom of choice may be optimal
even when there are differences in opinions. However, these theories cannot explain why
compromising choices should be excluded.

| show that excluding compromising choices increases incentives for information
acquisition and may increase the anteexpected utility from decision-making. | also discuss a
number of applications.

11. Results are available from the author upon request.
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I do not discuss multi-agent situations. One interesting possibility would be to study rules
of arbitration, as analysea,.g. by Gibbons(1988. Gibbons(1988 studies arbitration from
the perspective of providing incentives to the disputing parties to make reasonable offers. My
analysis suggests that rules of arbitration may also be important for providing incentives for
effort to the arbitrator. Eliminating the possibility of compromise may be good for the arbitrator’s
incentive to find out which of two opposing positions is closer to the truth. | believe that this is
an interesting avenue for research and leave it to future work.

APPENDIX

Proof of Propositioril. | use a two-step sequential maximization procedure to find the solution to the principal’'s
problem. In the first step, | take as given that the principal wants to implemeng@rsuch thatx(¢) — u| = A. Inthe
second step, | search for the optimaaivithin the set of maximizers to the Step 1 problem. In the present proof, | discuss
the existence of a solution to the overall problem (Steps 1 and 2) and characterize the solution to the Step 1 problem. |
characterize the solution to the Step 2 problem in the subsequent propositions.
By quasi-linearity of pay-offs and unlimited wealth the principal maximizes joint pay-off subject to incentive
compatibility of the agent’s choices. The principal’s problem, given fth@t) — 1| = A, is

maxper EW (X(¢), n, ) + €(EW (X (1), 1, &) — EW (X(¢), 1, @) — g (€)
s.t.
X(n) € argmaxer U (X,n,a) Vn
X(¢) € argmaxer EU (X, n, &)
[X(@) —ul=A
EU (X(m), n, o) — EU (X (@), n, a) = de(e).
A convenient, and equivalent, way of writing this problem is to replace its constraints 2 and 3 with a restriction on the
admissible set of choice sets. The choice set offered to the agent must be in the following set of sets:
rd = {F e T : I'is a closed subset 62 andu + (—) A ¢ T impliesu — (+) A € 1"}
where
[n.7]\ = A w+a) forae[omin{u—n7-nul]
ré = [u+A,7] forA>min{u—Q,ﬁ—,u} if7—p>pu—mn
[Q,M—A} forA>min{u—Q,ﬁ—u} ifn—pu<p—n.
To see the equivalence of the two formulations, notehatT'2 is a necessary condition on a choice set that implements
anx (¢) with distanceA from n. The reason is that the agent choos@s) as close as possible toif the experiment
fails, becaus& U (x(¢), n, «) is decreasing ifix(¢) — u|. It is obvious thal" e rA is also sufficient for implementing
anx(¢) with distanceA from u. Hencel” € T4 is necessary and sufficient for constraints 2 and 3 in the program above.
To obtain a further simplification | use the incentive compatibility of the choio@s, x (n), ande to rewrite

the principal’s objective function. UsingEW(x(n), n, o) — EW(X(¢), n, @)) = l;j—o‘(EU(x(n), n,a) — EUX(¢),
n, «)), | find that the Step 1 problem has the equivalent representation:

l+a
o

max._pa EW(X(¢), 7. @) +e~——ge(€) — g()
st.
X(n) € argmaxer U(X, n, ) Vn
e =g EUX(n). 1. @) — EUX($). 1. @)]

wherex(¢) is taken as fixed. Observe that the objective function is strictly increasimgrul that is strictly increasing
in EU (x(n), n, @) for givenx(¢). It follows that the principal’s problem in Step 1 has a solution iff the problem

max. ra EU (X (). 7, @)
s.t. x(n) € argmaxer U (X, n, @) Vn
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has a solution. This problem corresponddHmmstidm's (1978 problem for the case in which the principal and the
agent have utility functiot (-) and the set of admissible choice setF f5. As he showed, a solution exists. Trivially, the
solution is the seF 2. Also trivially, it is unique. To see this, suppose it were not unique and that there were two closed
sets that solve this problem. Since the two sets would achieve the same value of the objective, they could differ only on
measure 0 sets. By full support 6{r), measure 0 sets are isolated points. But then at least one of the sets would have
to be openi.e. would not be an admissible choice set.

Next, | prove that optimal choice set must satisfy¢) — | < min {M —-n,7— }L}. | prove this result for the

caseu —n < 7 — p. The proof of the reverse case is analogous and omitted. Consider the incremental losgnyhen
andx(¢) are chosen according t6)(and (7), respectively, antix(¢) — u| = A. By straightforward algebra,

302+ A% = 3 [+ A — 2dF(p)
—5 [l A=A —=m2dF ()
= 302+ A% - [+ A —n2dF(m) else

En (x(@), m) — Ex (X (), m)

if A<p—n

By straightforward calculus one finds that? + A2) — f,;”A(u + A —n)2dF () is decreasing convex in (with slope
0 atA =7 — u). Moreover, one can show that B

o e 2 ’ 2
A f/ (M+Afn)dF(n)f/ (L —A—mdF@)

I —A
n+A
> <A2 - / (n+ A —n?d F(n))
n

Hence, the maximal implementable effort level under a contract|wigh) — 1| = min{x — n, 7 — u} is higher than the
maximal effort level that is implementable by any contract i) — w| > min{u —n, 7 — u}. SInCEEW(X(¢), n, @)

A=p—n

A=p—n

is decreasing im\, this proves that an > min{u — n, 7 — u} is suboptimal. Hence\ e [O, min {M -1, = M”

I show in the text that the principal’s pay-off whenande satisfy incentive compatibility and the contractllé* is a
continuous function ofA. Since a continuous function on a compact domain attains a maximum, a solution to problem
(5) s.t. 6)—(9) exists. ||

Proof of Propositior2.  From (L0), the difference between expected losses conditional on experiment failure and
conditional on success is

©2+22) [T w4 A= ?dFa) + [iL 5~ A= mPdF()

Ex (A,¢) — Ex (A, n) = Al
(A, ¢)—En (A, ) > > (A1)
Differentiating (L1), using Leibniz’s rule and the inverse function theorem | find that
o Ht+A n
ex (A )= A—/ (M+A—T))d|:(77)+/ (w—A—mdF@m 7. (A.2)
Jee(®) " n—A

Henceea (A,a) > 0iff A — fli‘ﬂ(u +A—pdF @) + ]Ii‘ Al —A—mdF () > 0. Letnowu + ZT (A) =

Elnlne[n, nw+ Allandu — Z~ (A) ;= E[n|n € [u — A, 1]]. Using these definitions | can write

ntA "
A—f (M+A—n)dF(n)+/ A(M—A—n)dF(n)
" _

=A-—(F@+A)—Fu—-A)A+F@u+A)—F@)ZT(A) +(Fw) —F(u—A)Z~ ()
>(F(r+A)—Fw)ZT (A)+(F(w) —F(u—A)Z™ (A)
>0

where the last inequality is strictif > 0, becaus&* (A) andZ~ (A) are strictly positive by construction. ||

Proof of Propositior8.  Using (11), the principal’s pay-off function is

14+«
o

P(A,a) =EW(A,¢,a)+e(A,a) Je(e(A,x)) —g(e(A,@)).
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Differentiating P (A, o) with respect taA, using @.1), (A.2), and the envelope theorem, | obtain

PAa (A, @) = (e(-)(1+a) +

ge (€(-)) ) A= [+ A = mdF )
Gee(e()) +/ i Al —A—mdF®)

} - A1+ a).

Observe thaPp (A, «) |[a—o = 0; A = 0 is a stationary point. Differentiating a second time | obtain

. ntA m
Paa (Ava) = —1(1+a) + (e<-><1+a>+ Ge(®0)) ”) 1—/ dF () —/ dF ()
Jee(e(-)) w —-A

2
ge (€()) ) oA = [IA G A= mdFm) + [1 5 e — A = ndFGp]

0
2 (e(ya
* (e()( Ot el Gocle())

ae

= =— Ge(&(A,0)) i PO
At A =01lhave Pap (A, a)lpa—g=—-11+a) + (e(A, o) (1+ o)+ gee(e(A,a))))Azo' Hence, iff the condition in
the proposition is satisfied?aa (A, @)|po—o > 0 andA = 0 is a local minimum.

I now consider the example wnha( ,ﬂ> = ggl [%(En (A,¢)— En (A,n))}. The parameters

serves to do comparative statics on the effort level 1d) (leaving everything else unchangeel(A, %) =

ga ! [% (Ex (A, ¢) — Exr (A, n))} is decreasing ir8 and g‘*((ee)) = g::%. Let y(e) := 5:&‘2) —A+a)(l-—09),
the expression on the L.H.S. df4). By assumptiony(e) is concave ire. Also, y(€)|e—g = —(1+ «). | now show that
lime_, 1 y(e) = 0: since limy_,1 ge(e) = co andgee(€) > O Ve, ge(e) must be convex foe close to one; hence, f&
close to onegee(€) > ege(€) > ge(€); hence |Inb_>1 ge( ) = 0 and hence lia, 1 y(e) = 0. Economically, ag goes
to one, the need to provide incentives diminishes, because the agent exerts the socially optimal level of effort.

| now write y (e( " F )) to take care of the dependenceeain 8. By straightforward calculus,

(o5 2)) = [0 - LR oA oy
3) (e M

Since Ilrr}g_,oe< s %) =1 andM < 0Vg8, limg_, w > 2+« implies that ling_, o M >

o (Gee(®)? op
0. Hencey( ( %)) > 0 for B positive but small. Sincg(e) is concave ire ande( ﬁ) monotonic ing, there is a

)
( ) ac

Proof of Propositiom.  First, | prove that the solution to the principal’s problem is characterized by the first-order
condition fora small. Second, | show that the size of the optimal restriction is nondecreasingf ithe solution is
characterized by the first-order condition. Third, | show that the solution to the principal’s problem is a corner solution
for « large enough. Finally, | show that the size of the optimal restriction for large en@gha corner solution) is
nonincreasing if.

The principal’s problem has an interior solution tosmall. From {5), an interior solution satisfies

1 ge(e(A, ) _
<(e(A:(¥) + 11a m) (Ema (A, ¢) — Ema (A, 1) — A){ =0

“\\Q

uniquep’ such that =1+a (l (A g,))) . Hence (4) is satisfied iffg € (0, 8'). |

\\Q

A=A
| define S(A,a) = e(A,a) + 1&0[% and letS(0, ) = (e(A o) + 1}_“ %)‘ . Clearly,
S(0,0) = 0. Since S(0,«) is continuous ina, A is characterized by the first-order condltlon for small but
positivea.
Usingey (A, @) = L+ G | fng

o Qee(&(A,a))

S, (A o) = <e(A @)+ 1 ge(e(A,a))>

1+agee(e(A, )

_ [ Gec(A,) (1 1 ) 1 i(ge(e(A,a))) A )
_(gee(e<A~a>> (2 re) * e e (omiots o) 2 @)
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It follows from monotonicity ofé’:fg) that §y (A, @) > 0 for all A. In turn, this result has two implications. First,

since (L4) is satisfied iffS(0, o) > 1, it implies that there i’ defined byS(O, o/) = 1 such that 14) is satisfied if
a > o'. Second, by the implicit function theorem Af satisfies the first-order and the second-order condition, then it is
nondecreasing ia.

It follows further thate (A, a) is increasing ine when A is characterized by the first-order condition. Since
(Ge(®)]e=1 < 00, €(A, @) tends to one as increases. Define” = min{« : (A, ) = 1}. From§, (A, ) > 0 for
all A, it follows thatA cannot satisfy the first-order condition fer> «””. Consequentlye (A, «) = 1 foralla > o”.
The optimal solution is the smallest restriction that implements an effort level equal to onee$inge) is increasing
ina, A is decreasing i. &’ is defined as the smallegtsuch thae (0, «) = 1. Finally, A = A* for @ > & because
P (A, @) isincreasing imA until A. ||

Proof of Propositiorb.  In this case

Pa@) =BV + 2D g (a0
and
Pa b= (o0 + ZEY Eny (4,9 Ena dm) - &, (A3)
From the condition Paa (A, @)|a—g | find that y(e) = gg:éfe)) — (1 —e. If lime,q 79?;?:1:)6(28) > 2, then

Iim%l% < 0. Sincey(e) is concave ine and e(A, «) monotonic in, there is a uniquex’ such that
ge(e(A.a)) _ , . NP ,
Geele@ V] | o= (1—e(A, )| p—o- Hence 14) is satisfied iffx > o
I now consider the comparative statics of the optimal solutiosatisfies both the first-order and the second-order
condition for an optimumi.e. Pa (A, ) |A=A = 0andPap (A, @) |A:é < 0. In what follows | use the notation
Pa (é, a) =Pp (A, ) {A:A- By the implicit function theorem,

0A _ PAa (As 0‘)

da —Paa(Aa) “a

Clearly,—Paa (A, @) > 0. Consider now the numerator:

ge (e(A @) ) de(A, a)

Pa (4, a) o 76 (e (&) * gee(e(A, @) da

aoe

where o« means “proportional to”. Since + %® s concave ine, e + 9(® s maximized fore” that satisfies

Gee(®) Gee(®)
2 = % and therefores (e-i— gg:éfg)) S& e = €. Thus, | need to show th e(%“) > 0. By
ee e—g/

straightforward differentiation ofl(1) and some manipulations, using.4), | obtain

de de(A.a) de(A a)dA

— = + = >

do do A da

Ge (e(A. @))

Gee(e(A. )

_ A(Empn (A.¢) —Eman (Am)
Ema (A, ¢) — Emp (A, 1)

0

@1—<e(A,a)+ )(EnM (A, ¢) — Eman (A, ) >0

<1 0.

The last equivalence follows from using the conditi®r (A, «) |A:A = 0 to substitute the ter FNE ¢)éE7TA(A-’I)

for the term(e/(&, «) + XG4 ). Since (Ea (A, ¢) — Exa (A, 1)l a—o = 0and(Exa (A, @) — Exa (A, )

is increasing concave for all > 0, the result follows. Therefore, there is a unigfe associated wite” by the equation
e’ =e(A, "), such that% > 0fora e (o, o] and% <Ofora > o”.

Finally, | show thatA = A* for o large enough. To see this, consider the second derivatie (@f, o) with
respect toA:
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e (&)

P A, =-1 .
aa (B0 =1+ (e( )" Geee()

) (Eman (A, ¢) — Eman (A, m)

=X(A,a)

. _ 2
+i (e(-)-i— ge(e())> a(Ema (A, ¢) — Ema (A, 1)) ‘
de Gee(e())) Qee(e(+))

=Y(A,a)

Since the agent’s effort is increasing Anfor all A it follows thatY (A,«a) < Oforall A > A if @ > o«”. Consider
next X (A, «). Using the first-order conditiorPx (A, o) ‘A:A = 0, and the fact thaErp (A, ¢) — Ena (A, 1)
is increasing concave i and satisfies(Exa (A, ¢) — Exa (A, 7))la—0 = O | observe thaiX (A, a) < 0 Voa.

Moreover, X (A, o) is decreasing im\ for A > A if « > o, because% (e(-) + Ge€0) ) < Ofore > € and

Gee(e()
Era (A, ¢) — Ema (A, p) isincreasing concave in. Hence,Paa (A, o) <OforallA > A. |

Proof of Propositior6.  The proof has two parts. In the first part | derive an equivalent, more tractable formulation
of the principal’s problem, which | solve in the second ﬂért. Il

Part I: “Equivalent formulation”

Lemmal. Problem(16) s.t.(17), (18), (19), and(20) is solved if and only if the following problem is solved:

i 1 1
maxy.) (1+a)K+e / (f‘” (X(n)fn)z)dF(n) —a-e%t (x@) = w? +0?)
n

X(@).e n 2 2
r_] 0{02
—g(e) + A / @ (XO) = 1) (Lype = F ) i+ 22— — G M)
n
0
st. % > 0; X (1) < X@)Vn < 15 X(7) = X($)Vn > .

Proof of Lemma. Since @O0) is binding, the objective function is the expected joint surplus net of the cost of
information acquisition. Leu () denote the indirect utility of type. | show that the truth-telling constraints are
equivalent to requiring that

U
u(m =u (g) +/ a(X(z)—2dz (A.5)
n
o2
Eu@) =uw) —a— (A.6)

and in addition,a’;ﬂ > 0,Xx(n) < x(¢) forn < u, and x(n) > x(¢) for n > n. The effort incentive constraint follows

then using A.5), (A.6) and an integration by parts. | proceed in five steps. For ease of reference | call the incentive
constraint in the first line ofi(7) (17a) and the incentive constraint in the second line (17b).

i) Equation A.5) and x(n) > 0 are necessary and sufficient for (17b): (standard). The first-order condition,
on
35 (U (x(0).n.@) +(3)
envelope theorem, one he@ég% = o (X(n) — n). Equation A.5) results from integrating this condition. If
9x(1)
an

=y = 0, is necessary for an optimal report. Taking this in combination with the
> 0, then the local first-order condition is also sufficient for (17b).

12. The development of the solution concept buildsLewis and Sappingto1993 and Cremer, Khalil and
Rochet(1998. Both the Lewis and Sappington and the@eret al. studies examine versions of a procurement problem.
In Lewis and Sappington, the adverse selection problem is complicated by the possibility of the agent’s ignorance. In
their model, they take the probability of ignorance as exogenous.@mé&et al., information acquisition is endogenous.
Information acquisition involves a discrete cost & {0, 1}, so in equilibrium, the agent is either completely informed
or completely ignorant. In my analysis, the adverse selection problem is complicated by the simultaneous presence of
both problems.
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(i)

(iii)

(iv)

(U]

Necessity of A.6): First, | take (8) at7} = u, rearrange it, and integrate out to get

2
X(¢) — 2 — % > () — ().

OlO'2 o
2 2
Second, | take (17a) for type= u and rearrange it to get

o 2
E(X(M) W+

« 2_ ¢ 2
T(w) —1(¢) = E(X(M) - = E(X(tﬁ) -
The two inequalities can hold simultaneously only if
T(0) = T(@) = SO0 = w? = S(x(9) — ). (A7)

Hence

2

f/ %(x(qb) —)2dF () + T(¢) + %(x(m — w2 = 7(u) = Eu(@) — u(p) = 7(1%.

Necessity ofx(n) < x(¢) for n < w, and x() > x(¢) for n > w: First, | consider 18) for everyn. After
integrating out and rearranging, this condition is equivalent to

—SX@2 + 2 (i) + e (x(@) = X (7)) = T(D) — (@) Vil
Second, | consider (17a) and rearrange it to get
d 2, ¢ 2
—Ex(n) + X ()" + an (X(m) — X(@)) = T($) — t(n) V.
| take? = n, add the two inequalities and obtain
(w =) (X(@) — X(m) = 0.

Sufficiency: Typen’s utility from report ¢ is U (X(¢), n, @) + t(¢p) = —% (X (¢) —}L)Z + 1(p) —
a(X(@) —w)(u—mn) — % = w32 Using (A.5) and (A.6), truth-telling is better than deviating to reporting
type¢ when

n w o 2
[fax@-2dzz [ ax@-dz-ax@) - w0 Gw-m -G 0 - w?.
n n
Integrating out and simplifying, this inequality is equivalent to

/na[x(z) — X(¢)]dz> 0.
i

Hence, ifx(n) > x(¢) for n > w andx(n) < x(¢) forn < n anda)gﬁ > 0, then the local incentive constraint
implies that reporting is suboptimal. Likewise, using\(5) and completing the square appropriately, tyfe

expected utility from reporting typé is EU (x () ,n, &) +t(7) = u () — ﬂzz —a(x(®)—-n)(H—n) -
S (M- u)z. Reportings is better than reporting anyif

2 i 2
/Ma(x(z)fz)dzf% z/na(x(z)fz)dzf%fa(x(ﬁ)7;7)(,5,#),
n n

This condition is equivalent to
"
ﬁ a[x (@ —x(f)]dz=0.
1

Hence,a)g# > 0 makes the local incentive constraint of typsufficient for truth-telling to be globally optimal.

To get the effort constraint, observe tlgat(e) = fnﬁu (n)dF(n) — Eu(¢). Using A.5) and @A.6) | find
bl norn worn o2
[ umdr o -eue = [ [Tax@ - pdzaFm - [ [Tax@-dz+a?.

n n Jn n Iy 2

Integrating by parts gives the result.|
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Part II: “Solution of Problem(M)”

The solution uses a three-step sequential maximization procedure. In Step 1 (Problem M1) | take as given that the
principal implements sonte(¢) = X ande = €and solve for a constrained optimal functiogy |X, €), that implements
X andé optimally. In Step 2 (Problem M2), | take account of the solution to the Step 1 problem and(¢ais a choice
variable, thus obtaining a constrained functio(y |x(¢), €) and an optimak (¢ |€). In Step 3 (Problem M3), | make
endogenous, which delivers the optimal functiamy), an optimal choice ok (¢), and the optimal effort level that the
principal implements.

Problems M1-M3 ar¢ractableonly if & the effort level that shall be implemented, is not excessively higé. If
is too high, it causes bunching problems. Anticipating the results that | obtain below, | must restrict atte@tien to

_ 2
min {e”’ @, emax(a)} wheree® (@) := gg* (”T“UZ) andeM™ (¢) := gg * ("‘2’2 talfy <(1"%E,F)L))> dn)-

Since anyoptimaleffort level is necessarily smaller thahP (), €M (@) — efb () is monotonic inx, ande™® (o) >
efP () for largec, | will obtain the global optimum fow large, but will obtain a local optimum far small.

For reasons of space | omit stating Problems M1 and M2. | present the solution to Problem M2 in the following
lemma:

Lemmall. Suppose thad < min {emax, efb}. Then the optimal contract that implements the given effort level
€ (the solution to Problem R) takes the following form:
A® o FO
=p—- = fo A8
x(mle)=n-— Trafo) OFn=<H (A.8)

X@le)=n forg=p
1@® o 1-F@)

= — fi .
Xx(mle)=n+ s 1ta fo) orn>u
whereLéé) is uniquely defined by the incentive constraint on effort:
A (8 8) — %
® _ e (8) A9)

é o2 (Ip> F(ﬂ))
] 1> =
f (l+a o) d

is positive only i > ge (“‘52) The largere, the larger the departure from tlex postefficient scheme at any
k(e)

A(e)

i.e. is |ncreasmg ing.

For the complete proof of Lemmila seeSzalay(2009. Heuristically, the argument is as follows(¢ |€) = u
is optimal because this choice occurs with anteprobability mass 1 e; all other choices havex anteprobability
0; therefore the optimal contract avoids distortions for tygewith x(¢) = wu and takinge = &, pointwise
maximization with respect ta(n) in Problem M gives A.8); pointwise maximization is justifiede™® is defined

such that)‘ge) ﬁa = 1, together with the regularity conditions df(n) this ensures thaf%f’é) >0

hence, all monotonlcny constraints in Problem M are satisfied Ay)( to obtain @A.9) note that by definition
A (8) [/,']7 a ((1%,8) —n) (Lysu — F) dn + 95 — ge(e)} = 0 V& substitute A.8) into this identity and solve

for 2©

Problem M3 is obtained by substituting.g) into Problem M. The objective function is
Pe) = (A+aK-(1-¢ (‘”“) 2
—E{f,? w1 (200 byt F @)y F(n)] ~g®
+2(€) {f,;’ a(x@mle)—n) (y=u — F)dn+ % - ge(e)} .
The objective function is well defined fer< min {efb, emax}. The principal’s problem is

M&X%  min(efb,emax; P, ). (M3)
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Lemma lll.  Atthe optimum the effort constraint is strictly binding. That is, fetlenote an optimal effort choice.

Then k(ei*) > 0. Problem(M3) has an interior solution for alkx. For « sufficiently large the solution toM3) is the
unique optimal effort level.

Proof of Lemmall. From the identityi(e) if,;_’ a (X)) — ) (Lgsp — F() dn + % —ge(®); = 0Veand

using @A.8), with é replaced bye, to substitute fox(n), | solve for’\(e)
2
rMe) Ge(®) — %5~

e o2 (Lpmp=Fm)?\
fn<l+a . u(n) d)’}

(A.10)

Leté=ge ( ) I find that( ))’hé = 0. By straightforward calculus,

_atl , (T @® (3@ Lpu—Fm)? _
Pe(e)=——0 /n<2(1+a) <? o) > dF@) — ge(e)

/"'zaz <1n>u—F('7)>2dF(n) 2x<e>g[@]_
n 21+ f(n) e oJde| e

2 - . . . .
Observe thatPe (e, )|e—p = "‘5152 — 0e(®)|e—e = "7 > 0. Hence, it is optimal to introdueex postdistortions.
I now prove that problem (M3) has an interior solution for @llAn optimal effort level satisfies the first- and
second-order conditions

Lo (%00 cﬁ)z Lo (%0 _ o7)
a+l 5 2 o 2 o o 2
5 0~ Ge(®) - — a Fo)? —e— a Fo)? Gee(®) =0
' (Znp W) i [ Qp>p—F@) "
n < fon )d" n ( o )d”
! - e=e*
Lo (ge(e) _ L22 ( )
~Geel®) — ——————— (29ee(e) + egee + e%ee(e)) <o.
/n < 11)>;L F(ﬂ)) )d
Cozue OOV Y gy
e=e*

Note thatgeed€) > 0 implies that the first-order condition is sufficient for a local optimum. | need to show that
satisfaction of the first-order condition is consistent wéth < e for all «. To see this, rearrange the first-order
condition to get

2
(ge(ie) - ) B ( 25162 — ge(e) )’
- _ 2 T\ 1te (g (e) 1+
f’7 ((1”>“ A )dn 201 ( e‘)‘ N ”2 ) +e O‘a Geel®) e=ex

f(n)
e=ex

l+a 1+0t

If geed®) > 0 thene=T%gee(e) > ge(®) > “—*1 2 Therefore, the value of the expression on the R.H.S. is smaller

than one and’ (a) = (ﬁ‘_a }‘ff))‘e_e* < 1. Thus, for alle, the stated contract is locally optimal. Finally, fer

2
large, the contract is the unique globally optimal contract. efPis equivalent tage(e) < (1 + a)%. Therefore also

<M_% atl 2 g2
o

20T 2

< =
- 2\ = 2 _ 2
i p>p—Fm) i [ (n>p—F ) i Qy=p—Fm)
fg( )" D o )9 2y oy |

) 2 . .
all e smaller or equal to the first-best effort level ang: g . Consequentlye* is the unique global

_ 2
1psp—F
2/2 <( n>uf(n) = )d"

. Hencey (@) is bounded above by one for

maximizer of Problem (M3). ||
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